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Abstract

Data from millions of appraisals in 2012-2019 are used to estimate residential land prices, the

share of house value attributable to land, and related statistics down to the census-tract level

for areas that include the vast majority of U.S. population and single-family housing. The

results confirm predictions about land prices from canonical urban models. Over 2012-2019,

we show that land prices rose faster than house prices in large metro areas, boosting the

land share of house value, while the land share fell in smaller metros. The data are available

for download at https://www.fhfa.gov/papers/wp1901.aspx.

Keywords: land prices, land leverage, price gradient, standard urban model

JEL: R14, R21, R32

1. Introduction

Researchers have taken to describing a single-family house as a physical structure oc-

cupying some land: See Bostic et al. (2007), Davis and Heathcote (2007) and Davis and

Palumbo (2008), for example. Because housing structures are infrequently renovated and

construction costs change relatively slowly from year to year, rapid change in the value of

housing typically occurs when the underlying land is appreciating or depreciating. For this

reason, the housing boom and bust of 1998-2012 has been described as a land boom and

bust by Davis et al. (2017) and others.
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Although the importance of studying and monitoring the price of land in residential use

is now well understood, few studies have produced data on land prices at a relatively fine

level of geography. Broadly speaking, researchers have used one of two methods to estimate

the price of residential land. Both of these methods require data that have, until recently,

been hard to acquire. The first method uses data from sales of vacant or near-vacant land.

Three examples of the first method are Haughwout et al. (2008), Nichols et al. (2013) and

Albouy et al. (2018). These authors all use data from the Costar Group, Inc. Haughwout

et al. (2008) estimate the price of land inside the New York metro area; Nichols et al. (2013)

produce price indexes for land for 23 metro areas; and Albouy et al. (2018) estimate the

average value of urban land in nearly all metropolitan areas in the United States.

The second method measures the price of land as the difference between house value and

the replacement cost of the structure on the land. Davis and Palumbo (2008) apply this

method to data from the American Housing Survey to generate the average price of land for

46 metro areas. Davis et al. (2017) use proprietary data on house prices and construction

costs from a number of sources to generate the level of land prices and changes in land prices

at the ZIP code level for the Washington, DC metropolitan area.1

In this paper, we use a huge database of home appraisals to produce annual panel data

for the price of land in single-family residential use for 960 counties, 7,742 ZIP codes, and

10,515 census tracts from 2012 through 2019. These estimates of land prices cover 85% of

the U.S. population and 83% of all single-family homes.2 To our knowledge, ours is the first

1See Nichols et al. (2013) and Davis et al. (2017) for additional references in this literature. Note that a

third possible method to generate land prices would be to use a hedonic regression to separate house value

into its land and structure components. The difficulty, however, is that land value and structure value tend

to be correlated across properties, which hinders the identification. In a prominent example of the limitations

of this approach, Diewert et al. (2015) had to impose restrictions based on external structure cost data to

obtain satisfactory results.
2Additionally, by aggregating county-level values using the March 2020 CBSA delineation file available at

https://www.census.gov/geographies/reference-files/time-series/demo/metro-micro/delineation-files.html,

we create panel estimates for 509 Core-Based Statistical Areas (CBSAs), all 50 states and the District of

Columbia, and the United States as a whole. Note that we report pooled cross-section estimates of land

prices for many more localities, including 915 CBSAs, 2,378 counties, 18,322 ZIP codes, and 53,144 census
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study to produce these estimates at a fine geography for nearly the entirety of the United

States.3 Our source data are from the Uniform Residential Appraisal Report submissions to

the Government Sponsored Enterprises (GSEs), Fannie Mae and Freddie Mac. The reports

are required by the GSEs before they purchase or securitize a mortgage. These data contain

approximately 21.4 million unique appraisals for single-family homes submitted between 2012

and 2019.4

Our estimates of land values using this data set are based on “cost-approach” appraisals;

we set land value equal to the appraised value of the house less an estimate of depreciated

replacement cost of the housing structure.5 A common concern about this residual method of

estimating land values is that it assumes that the sum of the replacement cost of the housing

structure and the value of the land (if it were vacant) is equal to the market value of housing.

We show this assumption does not hold when a housing structure has become functionally

obsolete and is due to be torn down or extensively remodeled. To address this issue, we

calibrate a simple option model for tearing down and rebuilding a house. Simulations of the

calibrated model suggest that the value of housing is well approximated as the sum of the

replacement cost of the structure and the market value of the land if vacant for about the first

20 years of the life of the structure. As a conservative application of this result, we only use

appraisals for relatively new homes with an effective age of no more than 15 years. We also

eliminate appraisals that are nearly equal to or seem anchored to a public tax-assessor value

due to concerns about the accuracy of assessed values as a measure of market value. Finally,

because the quality of our land value estimates depends on having an accurate measure of

tracts.
3Albouy et al. (2018) produce estimates for nearly all Primary Metropolitan Statistical Areas (PMSAs)

in the United States, but they do not report on or make available data for any finer level of geography. On

average, they observe 212 direct land sales per PMSA.
4Our data do not include condominiums but may contain a small number of 2-4 unit homes. The

appraisals we use were submitted using Fannie Mae Form 1004. Appraisers are supposed to use Fannie Mae

Form 1025 for 2-4 unit properties, although our understanding is that occasionally appraisers mistakenly use

Form 1004 for these properties.
5We exclude data on vacant land sales due to the difficulty of controlling properly for differences in the

characteristics of the vacant land, for example if water and sewer lines are in place.

3



structure value, we only use appraisals where the main reported source of cost information

is Marshall & Swift, owned by CoreLogic, or R.S. Means, owned by Gordion, two widely

used sources for construction costs. After applying all filters, our working sample contains

6.7 million appraisals, 31% of the original sample.

We generate two sets of estimates of land value, “as-is” and “standardized.” Our as-is

estimates report the value of land per-acre, without any adjustments or corrections. Our

standardized estimates report the price of land per quarter-acre, roughly the median sized lot

in our data, after adjusting for the fact that the price of land per acre tends to fall as acreage

increases, the so-called “plattage effect.” We generate the standardized estimates using a

two-step method. First, we use the procedure of Davis et al. (2017) to adjust for the effect

of lot size on land prices and compute the price of land per quarter acre for each assessed

property in our working sample. Then, we use a procedure called Kriging, as described by

Basu and Thibodeau (1998), to interpolate this standardized price-per-quarter-acre of land

to lots under all remaining single-family housing units in a given geography (county, ZIP

code, or census tract).6 Using a 20% hold-out sample, we show in our data that Kriging

offers a lower root mean square error in interpolating land prices than some other commonly

used methods of spatial interpolation. In the online appendix to this paper (see Davis et al.

(2020)), we analytically derive a land-price gradient from a simple, calibrated urban model

and show that when we simulate data from that model, Kriging delivers the correct land-price

gradient from model-simulated data. The procedure we use to compute the as-is estimates

is exactly the same as with the standardized estimates, except we add one step at the end

to undo the correction for plattage effects.

The primary goal of the paper is to generate land values and indices covering the United

States at a fine geography for use by researchers and policy-makers. To that end, the aggre-

gated land-price data we generate in this paper are available for download at the web site

of the Federal Housing Finance Agency, at https://www.fhfa.gov/papers/wp1901.aspx.

6We obtain our universe of single-family housing units in a given geography from the assessor data

licensed from CoreLogic. These data contain nearly all parcels for all land use types in the counties for

which CoreLogic has acquired data.
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For each county, ZIP code, and census tract where we compute land prices, and for broader

geographies built up from the county data, we post a variety of useful statistics, including

land shares of total property value and both as-is and standardized land prices.

In addition, we use the data to develop and confirm important stylized facts about land

prices in the United States. First, as shown by Albouy et al. (2018) and others, the level

of land prices at the center of a metro area varies greatly. For example, the price of land

at the center of metro areas with more than 2 million single-family housing units is more

than 25 times greater than the price of land at the center of metro areas with less than 500

thousand housing units. Second, the rate at which land prices decline from the city center

also varies across metro areas. Finally, the price of land covaries with certain variables in

accordance with predictions of classic models of urban economics. In particular, measured

at the average price per acre in a ZIP code, residential land prices are negatively correlated

with lot size and are positively correlated with the size of the housing structure on a lot.

2. Option Model of Housing Teardowns

In this section, we build a simple model for when a land owner should optimally tear

down his or her house and rebuild. We use the model to develop a rule-of-thumb to determine

the oldest existing homes for which we can derive unbiased estimates of land value from a

cost-approach value decomposition.7

In the model, the land owner owns property with a building of size S on a lot of size L.

The lot size is fixed in perpetuity, but the building size can be changed. This property earns

rents of

qHS1−φLφ (1)

where qH is the rental price per unit of housing service provided and the Cobb-Douglas

aggregate of structures and land, S1−φLφ, is the number of units of housing services.

Each period, the land owner must decide whether or not to demolish the building and

rebuild on vacant land, or to let the building depreciate some and revisit the choice next

7Although we are the first to develop such a rule-of-thumb, many other papers have studied the option

value of development, for example Titman (1985), Clapp et al. (2013) and McMillen and O’Sullivan (2013).
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period. Since L is fixed in perpetuity, we can summarize the decision problem of the land

owner as one over a choice of S only. Denote V (S) as the value of owning a property with

a building of size S and similarly let V (0) denote the value of the property as vacant land.

When the land is not vacant and a structure of size S exists on the property, the land owner

chooses either to let the property sit as is and collect rents, or to knock the property down

and make the land vacant. This problem has the expression

V (S) = max
{
qHS1−φLφ + βV (S (1 − δ)) , V (0)

}
(2)

β is the factor by which the land owner discounts the future and δ is the rate at which the

housing structure depreciates. The first term in the max operator is the value of the property

with the structure left intact. This term includes the discounted value of owning a property

with a structure of size S (1 − δ) next period. The second term is the value of the property

when it is made vacant, assuming there are no demolition costs that must be paid to clear

the land of the structure.

Denote pS as the price per unit of newly-built structure. When the land is vacant, the

land owner chooses to build the optimally-sized structure to maximize the value of the land.

The choice determines the rents earned this period, plus the discounted value of the property

in the future after accounting for depreciation of the structure, less the cost of building the

structure. This choice satisfies:

V (0) = max
S

{
qHS1−φLφ − pSS + βV (S (1 − δ))

}
(3)

The solution to this model can be characterized by two variables: S̄, the size of the

structure that is built when the land is vacant,8 and S, the smallest structure that exists (i.e.

a structure of any smaller size is demolished). Using the relationship S = S̄(1 − δ)T , where

T represents the maximum age of any housing structure, T =
(
logS − log S̄

)
[log (1 − δ)]−1.

We solve this model and calibrate it as follows. We set the discount rate to β = 0.90;

the annual depreciation rate to δ = 0.023 (Harding et al., 2007); land’s share of value to

φ = 0.30; the price per unit of structure, a normalization, to pS = 1; and then we find the

level of rent q such that the value of housing for a newly built optimally-sized structure is

8This is the argmax of equation (3).
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V
(
S̄
)

= 100. This calibration delivers simulation results that the oldest house is 80 years

old; the smallest (most depreciated) house size at the time of demolition S = 10.8 with the

value at that house size equal to the value of the underlying land V (0) = V (S) = 30; and

the optimal house built on vacant land is S̄ = 70.

The top panel of Figure 1 shows how housing value (blue dashed line) and the replacement

cost of structures (red dot-dash line) change with the building age in this model. The

replacement cost of structures declines at a constant rate from 70 when newly built to 10.8

after 80 years, at which point the structure is torn down. The value of the vacant land is

always 30 (solid black line). The value of housing declines gradually over time from 100

when newly built to 30 after 80 years. When the structure is torn down, the value of housing

(30) is less than the sum of the value of land and the replacement cost of the structure (40.8

= 30 + 10.8).

Using this calibrated model, we investigate the age of the structure at which house value

is no longer well-approximated as the sum of the value of the vacant land and the cost of

the depreciated housing structure. In the bottom panel of Figure 1 we compute a “land

share” of house value two different ways, and determine the age of the housing structure

at which these two methods stop producing similar results. The first (correct) method, the

solid black line, computes land’s share of value as the ratio of the value of vacant land to

the value of housing, V (0) / V (S). This method shows that land’s share of value increases

monotonically from 30% for newly built homes to 100% for homes about to be torn down.

The second method, the red dashed line, computes land value residually as house value less

the replacement cost of structures, V (S) − S. This is meant to approximate how land is

measured residually when given an appraised value of housing, V (S), and an estimate of the

depreciated reconstruction cost of the housing structure, S. Land’s share of housing is this

residually-measured land value divided by house value. This panel shows that this measure

of land’s share of housing ranges from 30% for newly constructed homes to only about 60%

for homes about to be torn down. The value of housing at the point of teardown is 30,

entirely equal to land value. A residually-measured estimate of land value at the point of

teardown would be biased down and only equal to 30 − 10.8 = 19.2. The figure shows that

the two methods produce nearly identical estimates of land share of value for structures that

7



are younger than 20 years old.9 This result guides restrictions to our sample of data that we

describe later.

Of course, different models will produce different results. The point of this section is not

to write down the most realistic model of land ownership and teardowns. Rather, it is to

gain intuition about the value of the option to tear down a house and how that option affects

residually measured estimates of land’s share of house value. Our general results should be

robust to any model where an optimal teardown occurs decades after a house is built. The

reason is as follows: When a house is relatively newly built, the expected date of a teardown

is so far away in the future that the option of tearing down the house has little value. Since

this option has little value and depreciation is low, the value of housing is well approximated

as the sum of the replacement cost of the structure and the value of the vacant land.

3. Data

In each mortgage appraisal, there are typically three separate approaches to estimating

the value of the underlying property. The first is the sales comparison (or “comps”) approach,

by which an appraised value is generated based on recent comparable transaction prices.

A second “income” approach estimates the value of the property as the discounted flow of

imputed rental income. Finally, the “cost” approach attempts to separately estimate the cost

of the components of the property, the land and the structure, and assumes the estimated

value of the property is the sum. We use cost-approach appraisals in our analysis.

The data on cost-approach appraisals are from Uniform Residential Appraisal Report

submissions collected by the GSEs. After data cleaning, including the removal of duplicate

and/or resubmitted appraisals, we have approximately 21.4 million unique cost-approach

appraisal records submitted between 2012 and 2019.10 The Uniform Appraisal Dataset is

9At 20 years old, the correctly-measured land share is 41.6% and the residually-measured land share is

39.2%.
10In our pre-cleaning of the data to arrive at this count, we exclude appraisal records with 1) lots smaller

than 500 square feet or larger than 2 acres; 2) missing property value or property value less than $10,000;

3) cost-approach-estimated site value missing or less than $200; 4) land-price-per-acre smaller than $200;

5) site value greater than cost-approach-estimated property value; 6) missing depreciation information or
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not exclusive to mortgages purchased by the GSEs. Even though the appraisals are posted

on a GSE platform, in 2013-2014, only about 2/3rds of the appraisals were for GSE loans;

the other 1/3rd were either for loans packaged into Ginnie Mae mortgage-backed securities

(mainly FHA/VA loans) or were for loans held by lenders on their books. The latter set

of loans is not constrained to have amounts below the applicable conforming loan limit and

indeed the dataset includes homes with appraised values far above the applicable loan limit.11

We wish to include in our sample only those cost-approach appraisals where the land

component is an unbiased estimate of the market value of land. This likely occurs when

three conditions hold: First, the option value of redevelopment is low; second, appraisals are

not anchored to tax assessments, which are likely to be biased for reasons we discuss later;

and third, the estimates of construction cost are from a known provider, either Marshall &

Swift or R.S. Means. We now discuss how we adjust our sample to ensure these conditions

hold.

To address any biases arising from the option value of redevelopment, we use the effective

age variable in the appraisal dataset to eliminate observations from our working sample.

Appraisers compute effective age as follows:

Economic Life ×
(

New Replacement Cost − Depreciated Structure Value

New Replacement Cost

)
(4)

For example, for a structure with an assumed economic life of 80 years, a depreciated struc-

ture value of $100,000, and a replacement cost of the structure as new of $150,000, the

effective age would be 80 × (50/150) = 26.7 years.12

The results from our calibrated model of section 2 suggest that the residual method

depreciation at least three times greater than the contract price or the appraised value; 7) land share of

property value less than 1% or greater than 99%; 8) structure-land area ratio equal less than .01 or greater

than 4; 9) construction date before 1850 or after 2019.
11Lenders have multiple reasons for posting appraisals to this platform without selling the mortgage to

the GSEs. For example, many smaller lenders do not have the infrastructure to store their own appraisals,

so they outsource that capability to this platform.
12The U.S. Bureau of Economic Analysis uses a service life of 80 years for new 1-4 unit residential structures;

see Katz and Herman (1997). We have been asked if appraisers consider obsolescence when computing

effective age, for example would the effective age of a “shrink-wrapped” house built 50 years ago be nearly

zero, because the house was perfectly preserved, or would the effective age be considerably higher to take
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produces accurate estimates of the value of land for structures less than 20 years old. Given

an assumed constant depreciation rate of 2.3% per year (Harding et al., 2007) and a maximum

economic life of a given house of 80 years, the calibrated model implies the maximum effective

age from equation (4) for reliable cost-based appraisals of land should be approximately

80 ×
[
1 − (1 − 0.023)20

]
= 29.8 years (5)

In our analysis, we conservatively restrict our data to appraisals reporting an effective age

to half of this value, 15 years or less, corresponding to an age of 8.9 years in the model of

section 2.13 This filter eliminates 32.2% of the working sample, reducing it from 21.4 million

observations to 14.5 million observations.14

With respect to the second potential bias in the appraisal data set, for a variety of reasons

appraisers sometimes anchor their reported appraisal to existing estimates of value such as

the contract price or tax assessments. The anchoring of appraisals to contract prices does not

seem problematic for our purposes as contract prices should reflect market values. However,

if an appraiser anchors to a tax assessment this may impart a significant downward bias

to estimates of the value of land. Lutz et al. (2011) and others show that tax assessments

are often biased relative to transaction values for two reasons. First, the rate of change of

tax assessments is sometimes capped to prevent these assessments from rising too quickly

in rapidly-appreciating housing markets. Second, assessments can be right-censored near

into account improvements in technology and changes in design demanded by modern households in newly

constructed housing. Based on our interpretation of the guidance offered by authorities in the field to

appraisers, we believe appraisers should correct for economic obsolescence, suggesting a shrink-wrapped

house from 1970 would not be assigned a near-zero effective age. The key is that appraisers are supposed to

account for the utility of the structure in addition to its condition when determining effective age. See, for

example, Dzierbicki (2014) and Siebers (2016) for details.
13At 8.9 years, the correctly-measured land share in the model is 34.8%, trivially different from the

residually-estimated land share of 34.3%. We obtain 8.9 years as the solution for x in 80 [1 − (1 − 0.023)
x
] =

15.
14At the request of a referee, we experimented with a higher depreciation rate in the model of 3.5% per

year. At this rate of depreciation, the optimal maximum age of the structure decreases to 55 years, and an

effective age of 15 years (also) corresponds to a model age of 8.9 years. At 3.5% depreciation, at 8.9 years

the correctly measured land share of the house is 37.5% and the residually estimated land share is 36.4%.
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the market value: assessments less than or equal to the market value are unchallenged by

the property owner, but assessments significantly greater than the market value can be

challenged by the property owner and potentially adjusted down to the market value.

To illustrate the size and nature of potential biases, the top panel of Figure 2 shows

a histogram of the ratio of appraised value to tax-assessed value for all housing units for

which we have an appraisal and a tax assessment.15 The top panel shows the ratio for total

property value, inclusive of land and structures, while the bottom panel shows the ratio for

the land component alone. Both panels clearly show that appraised values tend to be higher

than tax assessments. In addition, the spike at the value of 1.0 in the bottom panel shows

that a sizeable mass of appraisers anchor their appraisals of land value to the tax-assessed

value of land. To remove this potential source of bias from our results, we exclude from our

working sample any property with an appraised value within 2% of the assessed value for

either the land component or total property value. We also remove any property for which

the appraisal for land or total value is within 0.5% of a 5 percentage point notch (5%, 10%,

and so on) above or below the assessment, which may indicate a softer form of anchoring.

This reduces our working sample from 14.5 million to 11.5 million observations.16

Our last filter removes construction cost estimates that are not based on a well-known

source with a market incentive to produce accurate estimates. The two such sources in our

data are the commercial firms Marshall & Swift and R.S. Means.17 This filter removes an

additional 4.8 million appraisals from the remaining sample. Our final sample includes 6.7

15Not all properties in the appraisal database have a tax assessment.
16For most counties, we have tax assessment data for 2012, 2013, 2017, 2018 and 2019; for some counties

we have fewer years. In all cases, we assign values for missing years using a straight-line interpolation for

both house value and land value. If an imputed value lies within 5% of the value recorded in the appraisal

data in the year of the imputation, the appraisal is dropped from our working sample. Although we have

removed what we believe is obvious anchoring, there may still be some residual anchoring in the data we

have not identified.
17The other listed sources of construction costs are “Local Market Data,” “None,” “Internet/Software,”

“Cost Handbook,” and a few other sources that comprise less than 1% of appraisals. For appraisals that list

more than one source for construction costs, we include the appraisal in our sample as long as Marshall &

Swift or R.S. Means is one of the listed sources.
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million valid cost-approach appraisals – 31% of the original sample – from which we estimate

land values.18

4. Computing Land Values and Land Shares

4.1. Overview

Our working sample, while quite large, covers only a fraction of all single-family proper-

ties. In this section, we describe how we estimate land values for all single-family properties.19

We produce two estimates of land value for every parcel. In the first, our standardized esti-

mates, we compute the value of land as if every parcel was exactly 0.25 acres. Standardizing

lot size corrects for the fact that the price-per-acre of land tends to decrease with acreage,

all else equal, a relationship known as the plattage effect. In the second set of estimates,

we estimate the value of land for each parcel without correcting for plattage effects. We

call these our as-is estimates, which we report on a per-acre basis. The public-use data files

posted on the FHFA website provides both measures of land value. For both measures, we

report the average value across all single-family parcels by county, ZIP code, and census

tract, along with aggregations of the county-level data to CBSAs, states, and the U.S. as a

18As a final thought on the suitability of our sample to estimate land prices, some readers may be concerned

about the difficulty of parsing housing values separately into land and structures components in declining

areas with no construction activity based on intuition from Glaeser and Gyourko (2005). Of the 960 counties

in our panel data set, all but five had some residential building permits in every year and each of those five

have some building permits in at least one year. Thus, our county-level results should be largely immune to

this concern, though there likely are some ZIP codes and census tracts where a lack of construction could

affect the land price estimates.
19We have been asked why we interpolate the data in our working sample to produce estimates of land

value for all parcels when we only report averages. The intuition behind our procedure is that the relatively

young homes in our working sample can be geographically clustered, and by interpolating land values to all

parcels (and then computing averages) we undo any effects of this clustering. This approach can be viewed

as an imputation index similar to Hill and Melser (2008). Later on, we show using a hold-out-sample analysis

that our estimates of land value are more accurate than simple averaging of the data in the working sample,

providing some validation of the intuition.
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whole.20

4.2. Standardized Estimates of Land Value

In this section, we estimate the value of land for every parcel in a given geography as if

the parcel was exactly one-quarter acre. We start by converting the value of land for parcels

in our working sample to a quarter-acre equivalent. This is more complicated than taking

the value of land on (say) a one acre parcel and dividing by four. Instead, we use a regression

procedure similar to that described by Davis et al. (2017). For each county, we pool the data

in all years. Then, county by county, we regress the log of the value of land on the log of

lot size, including ZIP-code fixed effects and year dummies as regression controls. That is,

denoting Y L
i as the log of the value of land and XL

i as the log of lot size (measured in acres),

we run the regression

Y L
i = b0 + XL

i bL + ZibZ + νLi (6)

where Zi are the ZIP-code fixed effects and year dummies and νLi is the error term.21 For

each parcel in our working sample, we compute the predicted log price per quarter acre as

the observed price plus our (county-specific) estimate of bL times the difference of the log of

a quarter-acre and the log of the actual size of the lot, i.e. we compute

Ỹ L
i = Y L

i +
(
log 0.25 −XL

i

)
bL (7)

where Ỹ L
i is the predicted log price of parcel i if it were 0.25 acres instead of its actual size.

Next, we merge our working sample of data with the 2017 vintage of single-family parcels

from assessor data licensed from CoreLogic. These data contain the near-census of parcels

in the counties for which it has acquired rights to the data.22 After this merge, we assign a

20When ZIP codes span multiple counties, the reported value is the average of values in each represented

county, weighted by the share of single-family housing stock.
21The county-level estimates of bL are reported in the dataset for the paper posted on the FHFA website.

The dataset also includes the estimated parameters from similar regressions used in the estimation of land

shares, as discussed in section 4.4
22We maintain this fixed sample of properties in order to avoid composition bias, effectively turning the

sequence of average land values we report in our panel data into a Laspeyres measure.
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standardized, quarter-acre log land value to each single-family property in the assessor data

that is not included in our working sample using an interpolation procedure called Kriging.

After Kriging, we convert predicted log standardized land values to levels.

The Kriging procedure is commonly used in the hard sciences. For our purposes, we need a

method that can be used in urban areas with steep and varying gradients over short distances,

and in rural areas with relatively flat gradients and geographically sparse transactions. We

also need a method that is computationally manageable to loop over thousands of areas that

include millions of parcels. Kriging satisfies these requirements.23 To our knowledge, there

have been no studies in the land-price literature that have evaluated the relative accuracy

of different spatial imputation methods. Later on, we compare the accuracy of Kriging to

a number of alternative interpolation procedures in a 20% holdout sample. In this sample,

Kriging produces more accurate estimates.

In the online appendix, we discuss the Kriging procedure in detail. Here we provide a

brief summary. Before we do so, the key takeaway is that Kriging, like other estimators, uses

a weighted-average of n nearest neighbors to generate predicted land prices. What makes

Kriging different is its algorithm to generate the weights.

Derivation of those weights proceeds in five steps. The first step involves calculating

pairwise differences in values between each pair in the sample within a certain distance

range, approximately 6.9 miles (0.1 degrees in coordinate distance) in our case.24 The next

step establishes 15 bins of distances and computes the average “semivariance,” defined as half

of the squared difference in land values, of all the points in each distance bin. The third step

fits a 3-parameter curve that preserves monotonicity to this set of 15 binned averages. This

is referred to as a “variogram;” we estimate one variogram per county per year. The fourth

23Basu and Thibodeau (1998) conduct an analysis of spatial autocorrelation in housing prices by com-

paring predictions from hedonic models to models with spatially autocorrelated errors. They find that

traditional hedonic models are more accurate when unexplained price variation is spatially uncorrelated;

otherwise, Kriging is more accurate. Our method of standardizing-then-Kriging land prices is analogous to

their approach. This technique is also referred to as “Regression Kriging.”
24Our data are partitioned by county (and by year in the panel). This implies the Kriging procedure only

considers pairwise points where both points are in the same county. The 6.9 mile cutoff will not bind in any

county where the maximum distance between two locations in that county is less than 6.9 miles.
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step applies this curve to estimate covariances between values in an unsampled location and

a number of nearby sampled locations – we choose 20 nearby neighbors. The fifth step uses

these fitted covariances to construct the weights on the nearby sampled locations.25

Figure 3 shows a heat map of the level of land values for the city of Washington, DC and

provides a look at how Kriging interpolates land value. Panel (a) shows the standardized land

values in our working sample and panel (b) shows how the Kriging interpolation algorithm

interpolates these values to the entire geography of Washington, DC, including areas with

few observations. As can be seen from the legend of panel (b), interpolated standardized

land values vary widely, from less than $150 thousand per quarter-acre to more than $750

thousand per quarter-acre. Panel (c) shows the average value of the standardized land

prices by ZIP code and panel (d) shows the average value for as-is land prices (we describe

how we compute as-is land prices later).26 In both cases, the mean is computed using the

estimated land prices for properties in the working sample and the interpolated land prices

for all other properties. Interestingly, the as-is land prices in panel (d) are uniformly higher

than the standardized prices in panel (c). This occurs because lot sizes in Washington,

DC are generally much smaller than a quarter-acre, so standardizing to the much larger

quarter-acre lot size reduces the value of land per acre.27 Maps like this help to illustrate

the value that households place on location-specific attributes such as school quality, access

to transportation and other natural and man-made amenities.

To evaluate the accuracy of the Kriging procedure, we omit a randomly selected 20%

of our working sample and determine the root mean-square error (RMSE) of the Kriging

interpolation procedure for that omitted 20%. In every year, we compute the RMSE for

each county in this hold-out sample. Across counties, the median RMSE is about 40%. This

25 Due to the fact that Kriged values are in logs, this step also involves calculating the prediction error

variance which we use to convert the log of land prices to levels.
26Panel (b) shows that it is possible to estimate a land price for every location in the city but panels (c)

and (d) illustrate that we do not report land values for some ZIP codes in Washington, DC. We do not

report land prices for a ZIP code or tract if there are fewer than 10 land-price observations in our working

sample for that geography.
27Restated, due to plattage effects the value of a single quarter-acre lot is much less than the value of, say,

four lots of 1/16 acre each.
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might seem high, but it is in fact well within our priors. To understand why, denote true

land, structure and house value for a given parcel as p∗LL, p∗SS and p∗HH such that

p∗LL = p∗HH − p∗SS (8)

where p∗L, p∗S and p∗H are the price per unit of land, structures and housing, respectively, and

L, S and H are the quantities. Suppose that the value of structures is not measured with

error but housing is measured with multiplicative error e such that observed house value

poHH is equal to p∗HH (1 + e). We can then write an expression for the percentage deviation

of observed land value poLL = poHH − p∗SS from the truth as

poLL− p∗LL

p∗LL
=

(
p∗HH

p∗LL

)
e (9)

Equation (9) says that the percentage measurement error in land values is equal to the inverse

of land’s share of house value times the percentage measurement error in house values. If the

standard deviation of measurement error in house prices is 15%, as suggested by Case and

Shiller (1989), and land’s share of house value is 40% – approximately our estimate for the

aggregate United States over 2012-2019 – then the standard deviation of measurement error

in land prices would be 37.5%, which is close to what we observe in the hold-out sample.

We also use our hold-out sample to evaluate the accuracy of the Kriging procedure relative

to three other commonly-used spatial interpolation procedures: Null (the average across all

properties in a defined geography), Nearest Neighbor (the average across nearby properties

in that geography), and Inverse-Distance Weights. In every year, Kriging has the lowest

RMSE. Additionally, we check to see that the Kriging procedure can replicate the gradient

of land values that endogenously arise from a simple rendition of the standard monocentric

city model that we compute analytically. We simulate two data sets from this model, one

in which land values are measured perfectly and another in which land values are measured

with error and then check the extent to which Kriging can replicate the analytic gradient

of land prices. In the data set in which land values are perfectly measured, Kriging nearly

exactly replicates the analytic gradient. In the data set in which land values are measured

with error, Kriging produces relatively small average errors. More details are available in

the online appendix.
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4.3. As-Is Estimates of Land Value

In some applications it is inappropriate to control for plattage effects. For example,

standard urban models with optimizing households, i.e. Alonso (1964), Mills (1967), Muth

(1969), and Brueckner (1987), predict that lot sizes will be larger in areas where land is

plentiful and smaller where land is scarce. Such differences in optimal lot sizes contribute to

observed differences in actual land prices per-acre across a metro area. Testing the predictions

of these models using land values standardized to a quarter-acre lot may be inappropriate.

Additionally, many accounting exercises require actual, as opposed to standardized, land

values including tabulations used for national accounting or local tax assessments. For these

reasons, we compute land prices per acre without adjusting for plattage effects, i.e. our as-is

estimates of land value. To do this, we simply undo the correction for plattage effects for

all parcels.28 In our data files, we report as-is estimates of land value on a per-acre basis

alongside the average lot size of single-family homes in the assessor dataset. These can be

multiplied to yield estimates of the average value of land for single-family residential lots in

each area.

4.4. Land Shares

While the price of land is useful in itself, the share of house value attributable to land

is also of interest to researchers and policy-makers. For example, as has been remarked by

Davis and Heathcote (2007), Davis et al. (2017) and others, rapid changes in the share of

housing attributable to the value of land are indicative of positive shocks to the demand for

housing.

For each housing unit in an area, we estimate the value of land and the value of housing.

The land share we report is the average value of land across housing units divided by the

average value of housing across those same housing units. For each single-family housing unit

in the assessor data, we use the as-is estimates of the actual value of land. Our procedure

to compute the value of housing for all the single-family units in the assessor data is more

28We set the log of the as-is estimate equal to the log of the standardized estimate plus bL times the

difference of the log of the size of the lot (in acres) and the log of a quarter-acre, i.e. referring to equation (7)

for each parcel we compute the as-is estimate by adding bL
(
XL

i − log 0.25
)

to the standardized estimate.
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complicated and the remainder of this section provides details. But the procedure resembles

the one used to estimate land values: estimate the standardized home value for homes with

admissible appraisals, use Kriging to interpolate values to all homes in the area, then undo

the standardization to create as-is values for all homes.

To start, for all of the housing units in the appraisal data and not just the relatively new

units in our working sample, we regress the log of appraised house value (Y H
i ) on the log of

effective age (XA
i ), the log of lot size (XL

i ) and the log of structure size (XS
i ) with intercept

β0 and coefficients βA, βL and βS and error term vHi .29

Y H
i = β0 + XA

i βA + XL
i βL + XS

i βS + vHi (10)

We estimate this model for each county. Given the coefficient estimates in equation (10),

we compute the expected log value for each house in the appraisal data if the effective age

was (counterfactually) 15 years, the lot size was 0.25 acres and the structure size was 2,000

square feet. Call this standardized house value Ỹ H
i , computed as

Y H
i +

(
log 15 years −XA

i

)
βA +

(
log 0.25 acres −XL

i

)
βL +

(
log 2,000 sq ft −XS

i

)
βS

We use Kriging to interpolate the standardized log house value Ỹ H
i to all parcels in the

assessor data.

In the last step, we use information about the lot size and structure size in the assessor

data to convert the estimate of standardized log house value to an un-standardized estimate

of house value (also referred to as “as-is”), one that correctly takes on-board the age and size

of the structure. This step is complicated for two reasons: (1) Effective age is not reported

in the assessor data and (2) the lot size and structure size reported in the assessor data does

not necessarily equal the lot and structure sizes reported in the appraisal data.

Starting with the second issue, we run regressions of XL
i and XS

i in the appraisal data

set on the same variables in the assessor data, call them χLi and χSi , at the county level

XL
i = aL + χLi γ

L + uLi

XS
i = aS + χSi γ

S + uSi

29We also include ZIP-code and year fixed effects.
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where the u terms are the errors in the regression. We then compute for each value in the

assessor data the predicted values of lot size and square footage

χ̃Li = aL + χLi γ
L

χ̃Si = aS + χSi γ
S

Next, using the appraisal data we run county-specific regressions of effective age on square

footage, lot size, and ZIP-code fixed effects of the form

XA
i = δ0 + XL

i δL + XS
i δS + νAi (11)

We predict effective age in the assessor data, χ̃Ai , using the coefficients from the regression

in equation (11) and the corrected values of lot size and square footage

χ̃Ai = δ0 + χ̃Li δL + χ̃Si δS

Finally, using parameters estimated in equation (10), we compute log house value for each

parcel in the assessor data that is not in the appraisal data as

Ỹi +
(
χ̃Ai − log 15 years

)
βA +

(
χ̃Li − log 0.25 acres

)
βL +

(
χ̃Si − log 2, 000 sq ft

)
βS

In the final step, we convert the log of predicted house values to levels.30

5. Results

We report results for a given county only if our working sample includes at least 50

observations within that county in the relevant time period. When we report results for

ZIP codes and census tracts, we require at least 50 observations within the county and at

least 10 observations within the appropriate geography, also in the relevant time period.

These minimum required sample sizes generate two data sets. In the first, our “pooled cross-

section,” the working sample combines all data from 2012 through 2019 in the appraisal

database and centers the estimates using 2015 prices.31 Pooling increases the number of

30As we do with land prices (see footnote 25), we use the prediction-error variance that we compute during

the Kriging procedure to convert the log of predicted house prices to levels.
31We adjust data to 2015 prices by using the appropriate year dummy variables in equation (6).
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geographic areas that satisfy the minimum required sample sizes. Our pooled cross-section

includes data for 2,378 counties, 18,322 ZIP codes, and 53,144 census tracts. In the second

dataset, we do not pool data by year and simply report annual estimates for a balanced

panel. Given our minimum data requirements, we report land prices for 960 counties, 7,742

ZIP codes, and 10,515 census tracts each year from 2012 through 2019. The annual and

pooled data sets cover 83% and 98% of the U.S. population residing in the 50 states plus

the District of Columbia, respectively, and 85% and 98% of the single-family housing units.

The coverage difference between the annual and pooled datasets is fairly small because well-

populated areas are included in both. After constructing county-level statistics, CBSA, state,

and national statistics are calculated by aggregating over counties for which land values are

available, weighted by the single-family housing stock. We report national data and state

data for all 50 states plus the District of Columbia in both the pooled and panel datasets.

We are also able to calculate values for 915 CBSAs for the pooled sample and 509 in the

balanced panel.32

Table 1 shows some basic statistics from our as-is estimates of land value and land shares.

The top panel reports estimates from the pooled cross-section of counties and the bottom

panel reports estimates from the annual panel data of counties (pooled to cover 2012-2019).

The statistics reported in Table 1 are generated by applying an equal weight to each county.

The data show an enormous range in the average price per acre of land in single-family,

residential use from just over $11 thousand per county at the 1st percentile of the pooled

cross-section data to nearly $1.45 million at the 99th percentile. The land shares from this

data set also show huge variation, from 7.7% at the 1st percentile to 54.3% at the 99th

percentile. The panel data display similar variation, but the price of land and land shares

are uniformly higher, as this data set drops many rural counties with cheap land and low

land shares. Returning to the pooled cross-section data, the average price of land per acre

is $152 thousand and the median price per acre is $53 thousand, indicating significant right-

skewness. The standard deviation of the average price per acre is $1.26 million, 8.3 times

32See the online appendix for a comparison of our results to those in Davis and Palumbo (2008) for the

metropolitan areas covered by their study.
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the average value.

In the remainder of this section, we present other stylized facts related to the land-price

and land-share data. For expositional purposes, we present pooled estimates first in order

to validate our data in terms of known cross-sectional relationships between land prices

and other variables. We then proceed to the annual panel, where we present several new

findings. Overall, there are five main categories of stylized facts that we present: 1) land-

price gradients and levels; 2) parallel information for land shares; 3) spatial variation in

housing-structure density; 4) barriers to building housing and urban decline; and 5) changes

over time in land values and land shares. For these stylized facts, we use as-is land prices,

as these reflect the variation in lot sizes due, at least in part, to optimizing decisions by

builders and households.

5.1. Land Prices: Gradients and Levels

The traditional monocentric city model predicts land prices fall with distance to the

Central Business District (CBD) because households are willing to pay less per unit of

housing as commuting costs rise. Since the marginal cost of an additional unit of structures

is roughly constant within the city, the solution to the zero-profit condition for housing

producers requires variation in the price of land. Therefore, the negative house price gradient

translates to a negative gradient for land prices.

Figure 4 illustrates the relation between land prices and proximity to the CBD for all

metro areas. Panel (a) shows the relationship for all ZIP codes with centroids within 25 miles

of a central ZIP-code centroid after separating metropolitan areas into three size groups:

Those with more than 2 million housing units (solid blue line), those with 500 thousand

to 2 million units (dashed red line) and those with less than 500 thousand units (dotted

orange line). The three groupings each show a downward sloping relationship, consistent

with the monocentric city model, but the level and rate of change of land prices with respect

to distance from the CBD depends on the size of the metro area. This panel shows that in

the largest metro areas, land prices are about 3 times higher than in the middle grouping

and about 25 times higher than in the smallest metro areas. Panel (b) shows how land prices

changed over 2012-2019 for each of the three groups as a function of distance to the CBD.
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This panel shows that land prices of the closest-in locations increased more rapidly than

locations farther out for the largest metro areas, thus steepening the land-price gradient. In

contrast, land prices increased by about the same rate at all distances from the CBD for the

medium-sized and smallest metro areas, indicating little or no change to the slopes of the

land-price gradients over 2012-2019.

An open question is the extent to which land supply restrictions, as typically measured by

researchers, affect the level and patterns of land pricing in a metro area. Supply restrictions

may lower some land values, as these restrictions tend to reduce or eliminate the types

of structures that can be built on the land. However, as discussed by Saks (2008), Saiz

(2010) and Davidoff (2016), whether land-supply restrictions boost or reduce land prices is

an empirical question. Panel (c) of Figure 4 shows land-price gradients by metro area size

group and the top and bottom halves of regulatory burden as measured by the Wharton

Residential Land Use Regulation Index from Gyourko et al. (2008); and panel (d) shows the

land price gradients by topographic interruptions as measured by Saiz (2010). These panels

show supply restrictions are positively correlated with the levels of land prices but have little

correlation with the slopes of the gradients.

5.2. The Land Share Gradient

Figure 5 highlights some of our results using data on land shares across ZIP codes. The

structure of Figure 5 is the same as Figure 4. Comparing the results in the two figures,

we draw three conclusions. First, similar to land values, land shares vary widely across

geography. Second, land shares also fall with distance to the CBD, though the rate of

decline is generally modest. Some decline is to be expected as our model predicts that

land’s share of home value rises with age until the option to rebuild is exercised, and in

most cities older homes are located closer to the CBD than newer homes.33 Third, greater

regulation and topographical interruption are associated with higher land shares. Also note

33The mix of older and newer homes helps explain the steep decline in the land share for very large cities

with low regulation, shown in panel (c) of Figure 5. The only metro areas in this group are Dallas and

Houston. In both areas, the number of newer homes rises sharply beyond 10 miles from the CBD, which

boosts the structure share and reduces the land share. The other groups of metro areas in panel (c) have

much more limited increases in newer homes with distance from the CBD. We would also note that the
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that changes to land shares over time with respect to distance to the CBD, shown in panel

(b), closely reflect changes to land prices discussed in panel (b) of Figure 4. Locations close

to the CBD in the most populated metro areas experienced the greatest increases in land

shares, consistent with the fast growth in land prices in these locations; land shares increased

relatively uniformly at all distances to the CBD in the middle-grouping of metros; and, land

shares decreased relatively uniformly at all distances to the CBD for the smallest metro

areas, a consequence of relatively slow growth of land prices everywhere in those areas.

5.3. Land Prices, Structure Density, and the Reservation Use

Economists typically model the production of housing as a function of structures and

land inputs. Earlier, we showed that the price of land tends to rise as distance to the CBD

declines. As the price of land rises, with no change in structure cost, the market equilibrium

should feature less use of land per housing unit. We can test this prediction directly. The

assessor data contain information on both interior square feet and the lot size. We use these

two variables to construct the ratio of the interior square footage to the lot size, known as

the “floor-area ratio” (FAR), for single-family homes in all areas where we estimate land

value.

Panel (a) of Figure 6 graphs FARs for single-family housing against land prices for the

counties in our data. At a low land price per acre, structure density is low, with the cheapest

land containing FARs at about 0.05 (e.g., a house with about 2,200 interior square feet on a

one-acre lot) while the most expensive land contains FARs above 1 (a 3 story, 2,400-square-

foot row house on a 2,400-square-foot lot has an FAR of 1). Panel (b) demonstrates that on

average, lot sizes decrease with land prices. Both panels show that builders and households

economize on land when its price is high.

Panel (c) shows the relation of the average price of agricultural land by county, as mea-

sured by the U.S. Department of Agriculture, for counties with some land in agricultural use,

and the average value of land in residential use in those counties. Models of urban economics

observed relationship between the land share and distance to CBD could reflect factors outside the scope of

our model, such as the degree of substitution between land and structures in the housing production function

and the sorting of higher and lower income households into different parts of a metro area.
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predict that these values should be linked, as land at the edge of urban areas can be used

for either agricultural or residential use. Not surprisingly, panel (c) shows a strong positive

relationship.

5.4. Barriers to Building Housing and Urban Decline

Figure 7 shows the correlation across CBSAs of as-is land prices per acre, left column, and

land shares of house value, right column, against covariates of housing-supply elasticities.

Each dot in every graph represents a CBSA from the pooled cross-section data. The top and

middle panels display, respectively, the correlation with the Wharton regulatory index of Gy-

ourko et al. (2008) and with topographic interruptions as measured by Saiz (2010).34 These

panels show that, on average, the price of land and the share of housing value attributable to

land increase across CBSAs with both regulatory burden and topographic difficulty in build-

ing housing. The bottom panel shows the correlation of land prices and land shares with

the fraction of the housing stock with a value less than replacement cost in 1990 (“Urban

Decline”), as first documented by Glaeser and Gyourko (2005). The bottom panel shows

that metropolitan areas that are in relative decline, as evidenced by a larger fraction of the

housing stock that is below replacement cost, also have relatively low land prices and low

land shares.

5.5. Changes in Land Shares

In this section, we further investigate changes in land shares between 2012 and 2019,

a topic we touched on when discussing panel (b) of Figure 5. Panel (a) of Figure 8 plots

a histogram of all the ZIP-level changes and panel (b) plots changes in the land share as

a function of the land share in 2012. Both panels show that land shares changed little,

on average, during the housing recovery but that there was wide variation in the change

across ZIP codes. Panel (c) shows changes as a function of the initial land share in 2012, for

metropolitan areas with more than 2 million housing units (solid blue line), with 500 thou-

sand to 2 million housing units (dashed red line), and with less than 500 thousand housing

34Amior and Halket (2014) first compared measures of regulation to estimates of land shares from Davis

and Palumbo (2008). In their Figure 7, they show that land scarcity and the land share of house value are

positively correlated at the MSA level.
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units (dot-dash orange line). This panel shows that the share of house value attributable

to land tended to increase in metro areas with at least 500 thousand units and declined in

smaller metro areas, as the solid blue and dashed red lines are everywhere above 0 and the

dot-dash orange line is everywhere below it. In the smallest metro areas, the largest declines

occurred in ZIP codes with high initial land shares.

Although not apparent from the results in Figures 5 or 8, we estimate that the land

share for the United States in the aggregate increased from 38.2% in 2012 to 40.9% in

2019. This nearly 3 percentage point increase was driven by a rapid increase in land prices

at the national level of 6.5% per year that outstripped the national rise in house prices.

Figure 9 reconciles the relatively balanced changes in land shares shown in Figure 8 with

the substantial increase at the national level. In both the top and bottom panels of Figure

9, we sort counties into 25 bins based on the number of single-family housing units over

2013-2017. We use counties rather than ZIPs because counties are the most granular units

that we aggregate to higher-level geographies. Each bin represents the experience of about

90 counties. The blue triangles in each bin show the aggregate value of land in single-family,

residential use in 2012 for all the counties included in each bin. These triangles represent

the weight for each bin in the national aggregate.

The red bars in the top panel of Figure 9 show the change in as-is land prices in each bin

from 2012 to 2019 and the red bars in the bottom panel show the change in the land share

over the same period. When taken together, the two panels tell an interesting story. The top

panel shows that the largest counties experienced a much faster rise in land prices than did

smaller counties, and importantly, that the largest counties heavily influence what happens

to land prices for the U.S. as a whole. The right-most bin alone, which is dominated by

counties in California, has greater aggregate land value than the bottom 23 bins combined,

and more than four times the land value of the bottom 18 bins combined. This explains why

the increase in land prices at the national level over 2012-2019 – 6.47% per year on average,

as shown by the black dashed line – outpaced the much slower rise in most of the county

bins. For these smaller counties, the bottom panel shows that the relatively modest growth

in land prices translated to a decline in the land share of home value over 2012-2019. In

contrast, five of the top seven bins experienced an increase in land shares, including very
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large increases in the highest and third-highest bins. Thus, even though land’s share of home

value was flat or falling over 2012-2019 in most counties in the United States, the large rise

in the land share in the most populous counties drove up the national share.

6. Conclusion

Although it is widely recognized that booms and busts in house prices largely reflect

booms and busts in underlying land prices, until recently limited data was available to study

land prices. We help fill this gap by using a very large data set of appraisals to generate

annual panel data from 2012 through 2019 of the average price of land used in single-family

homes for 960 counties, 7,742 ZIP codes, and 10,515 census tracts. We also calculate pooled

cross-sectional estimates of land prices for more than twice as many counties and ZIP codes

and five times as many census tracts. Overall, we document a number of properties of

the level and growth rate of land prices that are generally consistent with predictions of

traditional models of urban economics. We expect that future researchers will use the data

we generate to build on our results, and current and future policy-makers will monitor these

data to better understand emerging risks in housing markets.
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Figure 1: Predictions of Teardown Model of Housing

(a) House Value, Structure Cost, Vacant Land by Age
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(b) Correctly- and Residually-Measured Land Share of House Value
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Notes: The top panel shows the model-predicted price of housing (blue dash), structures (red dot-dash) and

land (black line) as a function of age. The bottom panel shows land’s share of home value measured correctly

(black line) and measured residually (red dash). The correct value of land’s share is the value of land divided

by the value of the house. The residual estimate of land’s share is equal to the value of the house less the

replacement cost of structure, all divided by the value of the house.
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Figure 2: Appraisal Anchoring to Assessed Land and Property Values

(a) Property Value Ratios
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(b) Land Value Ratios
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Notes: This figure presents the ratio of appraised values to assessed values for the entire property (top

panel) and for the land component (bottom) using all properties in the pooled cross-section data set that

have both an appraisal and a tax assessment. Appraisals are defined as anchored to assessments using

methods described in the text. Values less than 0.5 and more than 2 are omitted from the display of the

histogram but are included in the calculation of median values. Each red bar shows the median.
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Figure 3: Washington, DC Kriging Example

(a) Standardized Land Prices - Working Sample
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Notes: This figure shows the average level of land prices by ZIP code for the District of Columbia in the

pooled cross-section data set over the period 2012-2019 with base year 2015 prices.
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Figure 4: Land Price Gradients

(a) Large vs. Small Metropolitan Areas
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(c) High vs. Low Regulation
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Notes: Each panel includes all ZIP codes with centroids within 25 miles of an identified central ZIP code

centroid. Panels (a), (c), and (d) are based on the pooled cross-section data set, while panel (b) shows the

change from 2012 to 2019 in the annual panel data set. Each estimated line is fit using a local polynomial

smoother.
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Figure 5: Land Share of Home Value Gradients

(a) Large vs. Small Metropolitan Areas
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(c) High vs. Low Regulation
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Notes: Each panel includes all ZIP codes with centroids within 25 miles of an identified central ZIP code

centroid. Panels (a), (c), and (d) are based on the pooled cross-section data set, while panel (b) shows the

change from 2012 to 2019 in the annual panel data set. Each estimated line is fit using a local polynomial

smoother. Land values and house values are expressed in 2015 dollars before computing the land shares

shown in panels (a), (c) and (d).
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Figure 6: County Land Prices and Covariates

(a) Floor-Area Ratios and Land Prices
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(c) Agricultural and Single-Family Land Prices
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Notes: Panels (a) and (b) include all counties in the pooled cross-section data set, while panel (c) includes

only the counties with agricultural land. Slope estimates are based on the equation lnY = a + b lnX + e,

with the fit line based on Ŷ = exp(â+ b̂ lnX + 0.5σ̂2
e) using data from the entire sample. The value for b̂ is

presented in the legend, with the standard error in parenthesis. Panel (a) omits 14 observations, panel (b)

omits 7 observations and panel (c) omits 16 observations to conserve on white space.
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Figure 7: CBSA Land Prices, Shares, and Covariates

(a) Regulation - Land Prices
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(e) Urban Decline - Land Prices
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(f) Urban Decline - Land Shares
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Notes: Each panel is based on the pooled cross-section data set, using all CBSAs with data for the covariate

shown. Land values and house values are expressed in 2015 dollars before computing the land shares shown

in panels (b), (d) and (f). For land prices, slope estimates are based on the equation lnY = a+ bX+ e, with

the fit line based on Ŷ = exp(â + b̂X + 0.5σ̂2
e); for land shares, slope estimates are based on the equation

Y = a+bX+e, with fit line equal to Ŷ = â+b̂X. The value for b̂ is presented in the legend, with the standard

error in parenthesis. Measures of regulation are from Gyourko et al. (2008); topographic interruptions are

from Saiz (2010); urban decline is from Glaeser and Gyourko (2005).
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Figure 8: Changes in Land Share of Home Value by ZIP Code, 2012-2019

(a) Histogram
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Notes: The panels in this figure show changes in average land share by ZIP code between 2012 and 2019

using the annual panel data set for those years. The solid line in panel (b) shows a quadratic fit through the

individual data points. The lines shown in panel (c) are fit using a local polynomial smoother. Panel (a)

omits observations with changes in the land share of more than 22.5 percentage points in absolute value.
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Figure 9: Changes in Land Prices and Land Shares by County-Based Quantiles of Housing

Units, 2012-2019

(a) Changes in Land Prices
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(b) Changes in Land Shares

0

25

50

75

100

125

-4

-2

0

2

4

6

0 5 10 15 20 25

County Rank Quantile (Based on Total Single-Family Units)

Chg. Land Share National Change Agg. Land Value

Ppt. Land Share Change                                             Aggregate Land Value
(2012-2019)                                                                 ($ bn, 2012)       

Notes: Counties in the annual panel data set are sorted into 25 bins based on the number of single-family

housing units in 2013-2017, as measured in the American Community Survey for those years (5-year sample).

In both panels, the blue triangles show the aggregate value of land in 2012 for all the counties in each bin.

In the top panel, the red bars show annualized growth in the price of land for each bin and the black dashed

line shows growth of the annualized price of land in the aggregate United States between 2012 and 2019,

6.47% per year. In the bottom panel, the red bars show the change in the land share for each bin and the

black dashed line shows the change in the land share of the aggregate United States between 2012 and 2019,

2.75 percentage points.
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Table 1: Land Statistics

As-Is Estimates of Land Value Reported Per Acre

Pooled Cross Section (2,378 Counties):

Variable 1st 10th 25th 50th 75th 90th 99th Avg. Std. Dev.

Land Value $11,300 $19,900 $30,900 $52,950 $98,500 $204,100 $1,447,300 $151,944 $1,258,006

Land Share 7.7% 11.3% 14.1% 18.2% 24.6% 33.6% 54.3% 20.6% 9.6%

Annual Panel, Pooled (960 Counties):

Variable 1st 10th 25th 50th 75th 90th 99th Avg. Std. Dev.

Land Value $22,200 $39,300 $59,100 $101,250 $190,400 $395,400 $3,119,500 $241,651 $755,451

Land Share 11.2% 15.7% 19.0% 24.1% 31.5% 41.5% 62.0% 26.6% 10.7%
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